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ABSTRACT
In Open Multi-Agent Systems (OMAS), deciding with whom
to interact is a particularly difficult task for an agent, as re-
peated interactions with the same agents are scarce, and
reputation mechanisms become increasingly unreliable. In
this work, we present a coordination artifact which can be
used by agents in an OMAS to take more informed decisions
regarding partner selection, and thus to improve their indi-
vidual utilities. This artifact monitors the interactions in
the OMAS, evolves a role taxonomy, and assigns agents to
roles based on their observed performance in different types
of interactions. This information can be used by agents to
better estimate the expected behaviour of potential coun-
terparts in future interactions. We thus highlight the de-
scriptive features of roles, providing expectations of the be-
haviour of agents in certain types of interactions, rather than
their normative facets. We empirically show that the use of
the artifact helps agents to select better partners for their
interactions than selection processes based only on agents’
own experience. This is especially significant for agents that
are newcomers to the OMAS.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence]: Distributed Artificial In-
telligence - Multiagent Systems

General Terms
Algorithms

Keywords
Artificial societies, Evolution/Adaptation, Self-organisation

1. INTRODUCTION
∗The present work has been partially funded by the Span-
ish Ministry of Education and Science under projects
TIN2006-14360-C03-02 and TIN2009-13839-C03-02 and by
the Spanish project “Agreement Technologies” (CON-
SOLIDER CSD2007-0022, INGENIO 2010)

Cite as: Role Evolution in Open Multi-Agent Systems as an Information
Source for Trust, Ramón Hermoso, Holger Billhardt and Sascha Ossowski,
Proc. of 9th Int. Conf. on Autonomous Agents and Multia-
gent Systems (AAMAS 2010), van der Hoek, Kaminka, Lespérance,
Luck and Sen (eds.), May, 10–14, 2010, Toronto, Canada, pp.�
Copyright c© 2010, International Foundation for Autonomous Agents and
Multiagent Systems (www.ifaamas.org). All rights reserved.

In recent years, the interest in Open Multi-Agent Sys-
tems (OMAS) has notably increased as a field of study of
distributed AI. Agents participating in OMAS can join and
leave the system at their will and, what is more important,
may have been developed by different designers and pro-
grammers. The latter issue entails a potential variability
among individuals’ behaviours.

One of the major problems in OMAS is the question of
how to coordinate their dynamics. Much work has been car-
ried out on studying how to prescribe and enforce behaviour
of the individual agents in order to reach some predefined
global goal. These techniques are usually applicable in sys-
tems with certain characteristics: there exists an explicit
global goal or purpose, and some authority that can enforce
the prescribed behaviour. Other types of OMAS based on a
more societal structure, e.g. agent societies [9], often neither
have an explicit goal nor there exists a clear authority. In
such systems, agents are embedded in some environment in
which they can interact with others in order to improve their
individual utility. And the coordination goal there consists
in obtaining a more efficient behaviour of the individuals.
Coordination mechanisms that provide guidance to agents,
rather than prescribing and enforcing certain behaviours,
seem to be suitable for such systems.

In this paper we present a proposal for a coordination
mechanism for OMAS with a societal structure where agents
try to improve their individual utility. In order to do that,
agents may interact with others in the sense that they will
delegate certain tasks or use certain services or capacities
other agents may provide. We assume that agents in these
systems accumulate their experiences of past interactions
and implement some kind of trust model that allows them
to establish which agents are more appropriate as possible
interaction partners in the future. Based on these trust mod-
els, our approach evolves role taxonomies and assigns agents
to roles. Agents can then request this information and use it
in their decision-making processes. In particular, they can
use the assignments of roles to agents in order to improve
their trust models, that is, in order to evaluate the expected
behaviour or outcome when delegating tasks to or using ser-
vices from others.

The basic idea behind our approach is that in a society
of agents social relationships may evolve. Such relationships
define the positions of agents in the society in terms of ca-
pacities and importance as seen from others. Such posi-
tions can be identified as roles. Thus, knowing the positions
agents have in a society (e.g., which roles they play) may
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help the individuals to find appropriate partners for their
interactions.

The concept of role is often considered from a macro per-
spective describing the objectives, goals and also the con-
straints applied to players in an organizational context. How-
ever, we consider roles from another perspective: as repre-
senting expectations of behaviours. In particular, we con-
sider roles from a micro perspective (that is, from the per-
spective of the agents), where the role other agents are play-
ing in the system provides information about their expected
capacities regarding certain interactions (e.g., the provision-
ing of certain services or tasks). In this sense, our notion
of role is rather related to social roles. The proposed mech-
anism evolves role taxonomies over time and adapts itself
to changes in the system, what is useful when dealing with
open and dynamic nature of OMAS.

Trust models are used to calculate the expectations to se-
lect partner to interact with. Our approach uses the notion
of trust in two ways: i) as a source of information for estab-
lishing role taxonomies, and ii) the created role taxonomies
themselves can be used as an additional dimension to eval-
uate trust at the agent level.

Furthermore, we implemented our mechanism as a coordi-
nation artifact [15]. Coordination artifacts can be conceived
as entities specialised to provide a coordination service in
a MAS. They are infrastructure abstractions meant to im-
prove coordination activities and have proved to be suitable
for developing collaborative working environments.

The remainder of the paper is organised as follows. In
Section 2 we settle several assumptions and define our no-
tion of role and role specialization taxonomies. Section 3
describes our role evolution mechanism in detail. In Section
4 we present the implementation of the mechanism as a co-
ordination artifact. Section 5 specifies how the artifact can
be used combined with the agents’ trust models and presents
some empirical results. Finally, conclusions, as well as the
related and future work are presented in Section 6.

2. DEFINITIONS AND ASSUMPTIONS
An OMAS is defined as a set of agents embedded in an

open environment, where agents may join or leave the sys-
tem at any time at their own will. Furthermore, agents may
be developed by different designers, which entails possibly
different goals and preferences. In this paper we consider
OMAS with a societal structure, i.e., that have no explicit
global goal other than maximizing the utility of the individ-
ual agents.

Due to the openness, the agents in the system are neither
obliged to pursue the same goals nor to share the same pref-
erences. However, we assume agents to be rational entities.
Rationality implies that agents use the Maximum Expected
Utility principle to decide their actions as follows. Let X
be the state space of the environment. Let u : X ⇒ R be
an utility function for a rational agent, assigning a value for
every possible environmental state; and let d : X ⇒ A be
the function modelling the agent’s decision process, obtain-
ing the next action to perform (amongst the possible ones)
in a given environmental state. This function is defined as:

d(x) = argmaxa∈Aeu(a, x) =
argmaxa∈A

P
x′∈X u(x′) · P̄ (x′|x, a)

where eu(a, x) is the expected utility for performing action
a in state x; u(x′) is the utility estimate of state x′; and

P̄ (x′|x, a) is the agent’s estimate about how likely is the
transition from state x to x′ when performing action a. It
should be noted that agents do usually not know the exact
probability distributions over possible outcome states when
taking a given action a in a given state x. They just estimate
these probabilities based on their experience and possibly
other additional information. So the proposed coordination
mechanism provides such additional information and thus,
aims at improving the probability estimates P̄ (x′|x, a).

We assume that the agents may interact with other agents
in the system, in order to achieve their goals and to im-
prove their utility. Furthermore, we assume that certain
interactions in the system are typical client/provider (or re-
quester/requestee) interactions: interactions where one agent
delegates a task or uses a service provided by another agent.
For simplicity, our mechanism only takes into account such
”service type”interactions focusing on the provider side, that
is, the agents offering services or task executions.

Our approach relies on the notion of role. When dealing
with MAS, this concept has mainly been used from a macro
perspective: i) to define different positions, at design time,
that agents may hold at execution time; and ii) to regulate
different interactions within the environment, giving some
functionality to them by prescribing rights and duties de-
rived from their enactment. However, especially in OMAS,
where participants can change or evolve their behaviours
throughout the time, the prescriptive nature of roles is only
one of its facets. From a micro-level point of view – for
an individual – a role an agent plays generates expectations
about its behaviour or its capacities regarding certain ac-
tions. In this sense, we claim that: i) roles could be used as
a descriptive concept in the system, instead of an entity for
prescriptive enforcement; and ii) the knowledge about the
roles agents play can be considered as a micro-level informa-
tion unit. This means that rational agents could use such
knowledge in their reasoning processes.

Considering that we only are interested in ”provider”roles,
we define a role in an OMAS as follows:

Definition 1. Let O be an OMAS and Ag the set of agents
participating in it. A is the set of possible actions that the
environment allows agents to carry out. Among those, we
can distinguish a subset S = {s1, ..., sn} ⊆ A representing
the set of service type interactions. Let R be a set of role
identifiers. Then, a role in an OMAS is defined as a pair
〈r, E〉 where

• r ∈ R is the role identifier;

• E = {sj , ..., sk} ⊆ S, is a finite set of (service type)
interactions.

The intended semantics of a role 〈r, E〉 is that agents play-
ing the role r are qualified providers of the interactions con-
tained in E in the sense that they are “skilful” for providing
the services. We assume that all agents could, in principle,
provide any service, but they will be qualified only for some
of them. Based on the definition of role, we define a role
specialization taxonomy.

Definition 2. A role specialization taxonomy in an OMAS
O is a tuple RT = (R, �r) consisting of a set R of roles in
O and a partial ordering �r on R, such that:
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1. ∃rroot = 〈rr, Er〉 ∈ R :

Er = S ∧ ∀r ∈ R : (r = rroot ∨ rroot �r r)

2. ∀〈r1, Er1〉, 〈r2, Er2〉 ∈ R : 〈r1, Er1〉 �r 〈r2, Er2〉 ⇔
Er2 ⊆ Er1 ∧

∀s ∈ Er2 :

P
a∈Ag

P
b∈ag(r2) Ua(b,s)

|ag(r2)|·|Ag| >
P

a∈Ag

P
b∈ag(r1) Ua(b,s)

|ag(r1)|·|Ag| ,

where ag(r) denotes the set of agents playing role r and
Ua(b, s) denotes the estimate of the utility agent a expects
when using the service s from agent b.

A role specialization taxonomy structures the roles by es-
tablishing a specialization relation �r regarding the skills of
the providers playing those roles. There is a root role rroot

that all agents will play by default. All other roles are spe-
cialization of the root role or of another already specialized
role. A role r2 is a specialization of another role r1 iff. i)
the set of service type interactions specified by r2 is a subset
of those specified by r1 and ii) for these interactions, the
agents playing role r2 are expected to perform better on av-
erage than the agents playing r1. Agents may play several
roles and if an agent plays a role r then it also plays all
roles for which r is a specialization. Using these definitions,
roles describe the capacities of agents as providers of certain
services. When an agent is looking for another agent from
which it wants to use a service, it can follow the information
provided by the role taxonomy to trust in those agents that
play the most specialized role for providing that service.

3. EVOLVING ROLE TAXONOMIES
FROM AGENT EXPECTATIONS

Our mechanism aims at identifying agents that have been
proven in the society to be ”good” providers in particular
service type interactions, and then group them into roles.
In order to do that we have to identify behavioural patterns
of agents in the system. As we said before, we assume that
the agents in an OMAS are endowed with a trust model
which allows them to estimate the expected utility they may
receive when using a service provided by others. We use
these values as the input for our evolution algorithm1.

3.1 Trust Spaces in OMAS
Let O be an OMAS. Ag denotes the set of agents in O

and S = {s1, .., sn} the service type interactions that are
available. Furthermore, let tai→〈ak,sj〉 ∈ [0..1] denote agent
ai’s trust in agent ak being a good partner (provider) in the
service type interaction sj . The trust values stored by agents
provide a means to represent the service providing capacities
of agents in the system. Each agent ak can be represented
as a vector cak = (s̄1, s̄2, ..., s̄n) in the n-dimensional vector
space formed by all service type interactions in S. Each s̄j

is defined as the average trust the other agents in the system
have regarding ak’s capacity providing the service sj :

s̄j =

P
ai∈Ag

tai→〈ak,sj〉

|Ag|
(1)

1We assume that agents are willing to share their trust val-
ues with the algorithm.

Figure 1: Example of trust spaces in role taxonomies

We denote the set of vector representations of agents –
e.g., the trust space formed by agents – by:

TS = {cak = (s̄1, s̄2, ..., s̄n) | ak ∈ Ag}
In a similar way, given a role 〈r, Er〉 ∈ R, we can define a

trust space for the agents that play that role:

TSr = {cak = (s̄j , ..., s̄l) | si ∈ Er and ak ∈ ag(r)}

The centroid of the trust space, dTSr = ( bsj , ..., bsl) with
si ∈ Er, represents how trusted the agents playing that role
are regarding the interactions specified in Er. A trust space
TSr can be subdivided into groups of agents such that these
groups fulfil the requirements of Definition 2 for new special-
izations of the role r. In figure 1 we give an example. In this
figure, the values next to the roles represent the centroids
of the vectors representing the agents that can enact those
roles. A role may be specialized if a group of agents playing
that role are more trustworthy regarding some of the inter-
actions the role specifies. Each new specialized role defines
its own trust space, which could then be subdivided again
according to Def. 2 to define even more specialized roles.

3.2 Role Creation
Trust is a subjective measure. Agents will usually not

perfectly agree on the expectations that others generate in
the system. This implies that determining whether or not
an existing role should be specialized and in which sense is
not a straightforward task. We use the K-means clustering
algorithm together with some post-processing of the out-
put clusters for this task. Clustering algorithms in general,
and K-Means in particular, divide data in different groups
or clusters according to their similarity in a n-dimensional
space. Accordingly, clusters in a trust space represent so-
cial agreement patterns on the behaviour of agents in the
system.

Let O be an OMAS with a set of roles R and a role spe-
cialization taxonomy RT = (R, �r). In order to evolve the
role taxonomy, the clustering algorithm is applied to each
set TSr with 〈r, Er〉 ∈ R being a node in the taxonomy RT .
On each execution, the algorithm returns a set of k clusters.
A cluster c is a subset of the trust space TSr and repre-
sents a pattern of behaviour for all the included agents. The
cluster centroid bc = ( bsj , ..., bsl) with si ∈ Er represents how
trusted all the agents belonging to this cluster are regarding
the interactions defined in role r.

The k clusters returned by the algorithm are candidates
for the creation of new roles. For each cluster c we check the
following properties in order to decide whether it should be
included as a new role or not:
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Property p1. Considering Definition 2, in order to in-
clude a new role in the taxonomy we need to guarantee that
the role fulfils the ordering �r with the role from which it
has been created. Furthermore, we do not create roles with
”bad” behaviours. We apply a threshold Θ ∈ [0..1] to assure
that the expected utility of the interactions of the poten-

tially new role is at least Θ. Given dTSr = (x1, ..., xm) andbc = (y1, ..., ym), p1 is fulfilled if: ∃i : yi > xi ∧ yi ≥ Θ.
Property p2. As we want to create roles persisting in

time, we fix a threshold Υ to guarantee that a minimum
number of agents are able to play the new role. The property
is fulfilled if |c| > Υ.

Algorithm 1 describes the process of role creation. Given
a role r, the result of the algorithm is a set of new specialized
roles R′.

Algorithm 1 roleCreation algorithm

Require: 〈r, Er〉 ∈ R {where (R,�r) is a role specialization
taxonomy}

1: TSr = ∅
2: for aj ∈ ag(r) do
3: baj ← calculateTrustV ector(aj) {with equation (1)}
4: TSr ← TSr ∪ { baj}
5: end for
6: C ← KMeans(TSr) {k = |Er|}
7: R′ ← ∅
8: for c ∈ C do
9: if check(c, p1) ∧ check(c, p2) then

10: rnew ← clusterToRole(c)
11: R′ ← R′ ∪ {rnew}
12: end if
13: end for
14: return R′

3.3 Taxonomy Adaptation
Until this point we have put forward how a role taxonomy

can be created from the trust values the agents provide. The
created role taxonomy depends on the social dynamics of the
system at a given interval of time. However, especially in
open and highly volatile environments, this dynamics may
change. Changes could be due to several reasons: agents
could leave or enter the system or agents may change their
behaviour over time (e.g., because of new internal goals).

To take such changes into account and to create a mech-
anism that remains useful over time, the role taxonomy
should evolve and should adapt to the changes in the pop-
ulation of the system. In order to do that we implement
an algorithm (Algorithm 2) that adapts the role taxonomy
to the current system characteristics. This algorithm is
repeated every t time steps. Starting with the root role
(rroot), it applies the role creation algorithm to each role
in the current taxonomy. The algorithm returns a new set
of roles (Rnew) for a new taxonomy (Rnew, �r) that adapts
to the current system population. It allows for: i) Emer-
gence, new roles can be created as specialisations of existing
ones; ii) Deletion, existing roles that are not identified as
potential roles any more are deleted (together with all their
child roles); and iii) Maintenance, a role is maintained but
the set of agents assigned to that role may change (through
assignAgentsToRole).

Figure 2 presents an example of a role taxonomy that
has been created with the role evolution mechanism in two

Algorithm 2 roleAdaptation algorithm

Require: RT = (R, �r) {the current taxonomy}
Require: r ∈ R
1: Rnew ← ∅
2: R′ ← roleCreation(r)
3: for ri ∈ R′ do
4: assignAgentsToRole(ri)
5: Rnew ← Rnew ∪ {ri}
6: if ri ∈ R then
7: Rnew ← Rnew ∪ roleAdaptation(RT , ri)
8: end if
9: end for

10: return Rnew

rroot

r1 r2

r2.1

{s1, s2, s3, s4}

{s1} {s2, s3, s4}

{s2, s3}

{ 4}

Figure 2: Example of a role specialisation taxonomy

sequential executions. In this example, five agents partici-
pate in the system and the set of service type interactions
is S = {s1, s2, s3, s4}. Roles r1 and r2 have been created as
specialisations of role rroot in a first execution of the algo-
rithm. In a second execution these roles remain and a new
role r2.1 has been added as a specialization of role r2. The
algorithm assures that agents are assigned to roles regarding
the expectations (trust) they have generated in the society
as providers of the different service type interactions. For in-
stance, the agent playing role r2.1 has generated the highest
expectations as a service provider for s2 and s3.

4. BUILDING THE ARTIFACT
In order to build, evolve and make role taxonomies avail-

able to the agents in a system, some kind of service must
be specified2. We use the concept of coordination artifact
[15] as a way of incorporating the role evolution mechanism
into an OMAS. A Coordination Artifact (CA) is conceived
as a persistent entity specialised in providing a coordination
service in a MAS.

The CA abstract model [14] is characterised by: (i) an
usage interface, i.e. operations that allow agents to use the
artifact ; (ii) a set of operating instructions, that define how
to use the artifact in order to exploit its coordination ser-
vice; and (iii) a coordination behaviour specification, that
describes the coordinating behaviour of the artifact. Arti-
facts are defined as computational entities that can be used
by agents. They offer a specified functionality developed
at designed time, and that should potentially serve agents’
purposes somehow. The operations that a CA offers to the

2We assume that the environment is not a passive entity
but can encapsulate services to support agent coordination
or organisation.
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agents should produce some desirable effects on the environ-
ment. In our case, the CA mission is to build and evolve a
role specialisation taxonomy over time and make this infor-
mation available to agents. For that purpose, the CA will
offer the following usage interface operations:

• getBestRolesForInteraction : S ⇒ P(R) provides
the most specialised roles for a given service type in-
teraction;

• getAgentsForRoles : P(R) ⇒ P(Ag) provides the set
of agents that play at least one of the roles in a given
set of roles;

• getRolesForAgent : Ag ⇒ P(R) provides the set of
roles a given agent plays in the system;

• getTaxonomy : provides the current role specialization
taxonomy.

P(Z) denotes the power set of a set Z. These operations
are used by the agents to receive information from the CA.
Finally, the artifact requires another operation that allows
to obtain the trust values from the agents participating in
the system. This operation is defined as follows:

• communicateTrust : Ag × S × R.

An agent a can call communicateTrust(b, s, v) indicating
that its trust value regarding the capacities of agent b as a
provider of the service s is v. It is certainly an interesting
issue to study when and why agents should provide their
trust values and, even more, the possibility to intentionally
provide false trust values. However, in this paper we do not
analyse such issues. We assume agents transmit their real
trust values autonomously on a more or less regular basis.

The inner functioning of the artifact is fixed by the role
specialization taxonomy adaptation algorithm we have in-
troduced before. On a regular basis (each t time steps)
the artifact recompiles the received trust values and exe-
cutes this algorithm. Formally, given the role taxonomy
RT = (R, �r) and the root role rroot in the OMAS at time
t, the artifact substitutes the current taxonomy with a new
taxonomy (Rnew, �r) (and assigns the agents in the OMAS
to the roles in Rnew) as follows:

Rnew ← roleAdaptation(RT , rroot)
RT ← (Rnew, �r)

Whenever agents call any of the first four operations above
the artifact returns the requested information corresponding
to the current role taxonomy.

5. EXPERIMENTAL EVALUATION
The experimental evaluation of the presented work is based

on the possible use agents make of the role taxonomy evolu-
tion artifact. In this section, we first introduce a trust model
for agents that exploits role taxonomy information in order
to infer expectation about future interactions. The use of
the artifact may reduce the complexity of the agents’ search
of providers, driving them to better selections through the
time. Afterwards, we describe the scenario we have used in
our experiments and we show some test results to validate
our work.

5.1 Using the artifact: A role-based trust model
for agents

A trust model is normally used to endow agents with an in-
ternal representation of information about others, in order to
choose appropriate partners to interact with in a MAS. Trust
models aim at calculating expectations on the behaviour of
others in particular interactions. Usually they rely on an
agent’s own experience in past interactions gathered through
the time and/or using opinions from third parties – reputa-
tion mechanisms. We claim that there exists another source
of information that may influence agents’ reasoning about
trust. In particular, roles in its descriptive facet can provide
additional information since they may represent expecta-
tions on agents playing that roles in different interactions.

Algorithm 3 describes how an agent a uses the information
provided by a role specialization taxonomy RT = (R, �r)
together with its own experience about previously performed
interactions in order to select an appropriate provider of a
service s ∈ S it is interested in.

Algorithm 3 Algorithm describing an agent’s selection pro-
cess.
Require: s - the service agent a wants to use
Require: CA the coordination artifact with the current

role specialization taxonomy RT = (R, �r)
1: R′ ← getBestRolesForInteraction(s) {R′ ⊆ R}
2: Ax ← getAgentsForRoles(R′) {Ax ⊆ Ag}
3: bestAgent ← localTrustEvaluation(Ax, R′, s)
4: perform(s, bestAgent)

Following algorithm 3, firstly the agent uses the artifact
to obtain the set of most specialized roles R′ ⊂ R for the
interaction s. This set contains all roles 〈r1, Er1〉 ∈ R with
s ∈ Er1 and for which there exists no specialization regarding
interaction s, that is, for which there exists no other role
〈r2, Er2〉 ∈ R with 〈r1, Er1〉 �r 〈r2, Er2〉. In the second step,
a uses the artifact to obtain the set of agents that play any
role in the set R′ in the system. In the third step, the agent
employs its own individual trust model to select the most
trustworthy agent – regarding its own experience – out of
the agents playing at least one of the roles in R′. Finally, a
performs the interaction with the agent it selected in step 3.

As it can be seen from this algorithm, using the role taxon-
omy may reduce the complexity of selecting service providers
because the agents will only choose among a subset of all
agents as possible candidates.

Regarding step 3, the local trust evaluation, in this paper
we use a trust model that already combines information pro-
vided by role taxonomies with the agent’s own experience.
This model does not use reputation information. Neverthe-
less, other models using reputation could be employed. As
suggested by Hermoso et al. in [7] this model is based on
the assumption that agents tend to behave similarly when
enacting similar roles. Using this assumption, an agent es-
timates the future behaviour of another agent in a certain
situation by considering its past behaviour in ”similar sit-
uations”. That is, an agent can infer trustworthiness, even
if it has (i) no direct past experience about another agents
playing a specific role and, (ii) it cannot collect opinions
from other agents either because the opinions from others
are unreliable or none of the agents have yet enough proper
experiences. Using this approach, agent a calculates a trust
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value ta→〈b,r〉 ∈ [0..1] for each agent b ∈ Ax and each role
r ∈ R′ that b plays in the system and selects the agent (b)
with the highest value as the provider for the desired service.
If an agent plays more than one role in R′, then the average
of the trust values for each role is chosen.

For the calculation of trust values ta→〈b,r〉, we assume
that agents do not only store their experiences with oth-
ers regarding the provisioning of certain services, but also
regarding the roles those agents play in the system. In par-
ticular, agents store their experience in form of confidence
values ca→〈b,r〉, denoting the recompiled confidence an agent
a has in agent b playing role r. As a default value, e.g., a
does not have any experience regarding agent b playing role
r, we use 0.5. Based on the confidence values and the afore-
mentioned similarity assumption, trust values are calculated
using the following equation:

ta→〈b,r〉 =

P
〈b,rj〉∈ISa

ca→〈b,r〉 · sim(rj , r)P
〈b,rj〉∈ISa

sim(rj , r)
(2)

where sim is a similarity function on roles and ISa rep-
resents a’s internal structure, that is, the set of confidence
values it stores regarding agents playing certain roles in the
system. Equation 2 calculates the trust agent a has in agent
b playing role r as the weighted average of its confidence in
b playing any role in the system, weighted by the similarity
of that roles to the role r.

We estimate the similarity between two roles on the basis
of the role taxonomy provided by the artifact through its
operation getTaxonomy as follows:

sim(x, y) =

j
0 , if not (x �r y or y �r x)

1 − h
hMAX

, otherwise

(3)
where x, y are roles in RT , h is the number of hops between
x and y in the same branch of the taxonomy, and hMAX is
the longest possible path between any pair of elements in
the same branch of the tree. Although other more sophisti-
cated similarity functions could be used [5], for the sake of
simplicity we used this rather simple function to illustrate
our approach.

5.2 News Providing Scenario
We have chosen a news providing scenario to test our

coordination artifact. It deals with a classical problem of
client/provider flow. Users periodically want to receive news
about topics they are interested in. Topics are organised in
categories – they could be seen as concept clouds. News
providers may provide news of different categories or may
be specialised on a subset of those categories. The problem
for the users consists on selecting an adequate news provider
whenever he is interested in news about one or more topics
(see Fig.3). We assume that users do not know a priori
the types of news that each provider contains. We will use
our coordination artifact in order to evolve different news
provider roles that will help users agents when selecting ap-
propriate providers. We have taken 20 categories defined by
Google News 3 for our experiments.

3http://www.google.com/support/webmasters/bin/answer.
py?hl=en&answer=42993.

Figure 3: Schema of the News Providing scenario.

The particular problem of news provider selection has
been widely studied in Information Retrieval (IR). However,
most IR approaches tackle the problem by using lexical-
oriented techniques that classify providers to categories based
on the lexical content of the documents they publish. We
claim that our approach obtains a similar result but is also
intrinsically different. Our coordination artifact does not
classify news providers as to the content of the documents
but with respect of the perception the current user popu-
lation has regarding the usefulness of certain providers for
certain categories of news. This user-centred approach (in-
stead of information-centred approach) does not only take
into consideration the lexical match of news to the topics of
interest of users. It will also take into account other proper-
ties of news providers that the current population of users
appreciate (e.g., the reliability of the news, the price of the
service, etc.). In this sense, our approach adapts better to
the needs and desires of a current population of users than a
predefined classification based on lexicographic techniques.

5.2.1 Experimental setup
To determine the effectiveness of our artifact we have car-

ried out a set of experiments where we simulated the news
provider scenario. In each experiment we use 100 user agents
and 100 news providers. The set of service type interactions
S = 20 coincides with the 20 news categories. We simulate
the expertise of a provider agent a for the service type in-
teraction s as a normal distribution N(μa,s, σa,s), where the
mean μa,s ∈ [0..1] and the standard deviation σa,s ∈ [0..0.05]
are randomly chosen in the corresponding intervals. Ex-
periments were run for 50 time steps. In each time step,
each user agent has to select one provider agent for each
si ∈ S. That is, each time step includes 2000 interactions
(100 user agents times 20 categories). After each time step,
user agents evaluate the utility of the interactions and up-
date their local trust model. We use the normal distributions
describing the expertise of providers to simulate the utility
a user perceives when requesting news about a certain cat-
egory from a provider. Every time a user requests news for
a given category, a result utility value is randomly gener-
ated from the corresponding distribution by using the polar
method [12]. We analyse how the utility evolves for systems
with different characteristics. We compare the evolution of
the systems when the coordination artifact is used to the
evolution when the artifact is not available. In all experi-
mental runs with the coordination artifact, the initial taxon-

222



omy just contains the root role (RT t0 = ({rroot}, �r)) and
all agents are assigned to this role. The role taxonomy evo-
lution algorithm is executed after each single time step. In
the runs without the artifact, agents’ selection of appropri-
ate providers is only based on their past experiences. That
is, if agent a requires a provider for service s, it selects the
agent that has provided it the highest utility for that ser-
vice in the past. In order to find new and possibly better
providers agents also implement a simple exploration policy,
where providers are chosen randomly in about 5% of the
cases. Each experimental run has been repeated 10 times
with different random seeds, being the presented results an
average of them.

5.2.2 Results
In a first set of experiments we analyse how the use of

the coordination artifact may help agents to improve their
utility. It shows the results for different values for the pa-
rameters Θ and Υ. The figures show how increasing these
thresholds, forming roles becomes more complicated and the
artifact can provide less help to agents. In fact, in figure
4(c) new roles are hardly created and, therefore, looking for
partners becomes more difficult.

In Fig. 4 we have assumed that user agents have the same
utility function. To analyse the effect of the artifact if the
agents have different perceptions regarding the trustworthi-
ness of news providers, we conducted another experiment. In
this case we define two different types of users, namely type
a and type b users. type a users share their utility func-
tion, e.g., the utility value they receive for a new providing
interaction is drawn from the normal distribution from the
news provider. type b users are ”strangers” and introduce
some noise in the system. To simulate this, the utility these
users receive after using the service of a news provider is ran-
domly chosen from the interval [0..1]. We have conducted
two experiments: one with 75% of type a users and (25%
type b) and another with 25% of type a users (75% type
b). The results are presented in figure 5(a). The results
indicate that the higher the agreement among the agents
the higher is the improvement when the coordination arti-
fact is used. The reason is that a higher agreement among
the agents regarding the trustworthiness of news providers
create more crisp clusters in the clustering algorithm and al-
lows for the creation of richer role taxonomies. A richer role
taxonomy implies more information for agents and leads to
an improvement in the provider selection process. In this
context it should be noted that if there is no agreement at
all among the agents regarding the behaviour of others, no
roles will be created. In this case the performance of the
system with the coordination artifact will degrade to the
performance of the system without the artifact.

In the last set of experiments we analysed the effect of the
artifact in a more dynamic environment, in particular, if user
agents enter and leave the system at any time. Figures 5(b)
and 5(c) show the results. In 5(b) we have randomly cho-
sen a 10% of user agents that leave at each time step, being
substituted by the same number of ”newcomer” agents. In
5(c) this percentage is increased to a 30%. Both experiments
show that even when significant changes in the population
occur, the use of the artifact provides advantages. This is
because the roles created to specify provider behaviours per-
sist over time and help agents to make their decisions. This
holds especially for newcomers that cannot rely on their own

experiences when selecting providers of service type interac-
tions.

6. CONCLUSIONS
In this work we put forward a coordination artifact for

OMAS to help agents to take more informed decisions re-
garding partner selection. This artifact evolves a role tax-
onomy, and assigns agents to roles based on the trust agents
have on other agents as partners in different types of in-
teractions. This information can be used by agents to bet-
ter estimate the behaviours of others as potential partners
in future interactions. We define roles as descriptive enti-
ties, providing expectations about the behaviour of agents
in certain types of interactions, rather than their normative
facets. We present some experiments that show that the use
of the proposed artifact helps agents to select better partners
for their interactions than selection processes based only on
agents’ own experience.

Most work in the field of OMAS has been done intending
to regulate OMAS with prescriptive structures. In [1], the
author puts forward an infrastructure for dynamic protocol
specifications, that is, specifications that may be changed at
runtime by agents participating in an OMAS. This approach
is similar to ours in the sense that it tries to ”organise” the
system at runtime from the agents that populate the sys-
tem. However, we do not impose constraints on agents on
decision-making processes. In [4], Esteva et al. argue that
OMAS can be designed and implemented as electronic insti-
tutions. However, that approach does not support dynamic
changes in the system, such as changes in the population.
Those changes can be hardly tackled at design time.

Some interesting works have been published about struc-
tural adaptation. In [13], the author presents a decentralised
approach for structural adaptation in MAS. The method
enables the agents to implicitly adapt their structural rela-
tionships to improve task allocation processes. Other works
allow a MAS to change its organisation during execution.
For instance, in [2] the authors present a framework to allow
MAS organisations to re-organise at runtime, while in [8] the
author presents a mechanism to dynamically adapt an or-
ganisational model to environmental fluctuation in max flow
networks. There is also much literature about re-organization
of organisation structures in MAS [6, 3], but none of them
have exploited the trust relationships that may emerge in a
system as a support for re-organisation.

Regarding coordination artifacts for trust management,
in [10] the authors present reputation as a collective pro-
cess, using an artifact in order to publish and provide some
objective evaluations that agents calculate. Our approach
goes beyond this, since our role evolution mechanism al-
lows for the aggregation of subjective trust evaluations of
the agents so as to dynamically evolve the role taxonomy.
Finally, much work has been done in the field of trust and
reputation mechanisms to endow agents with more informa-
tion when making decisions (e.g. [16, 11]). Regarding such
models, the proposed role taxonomies can be considered as
an additional dimension that may help to estimate trust.

As future work we plan to enrich our experiments by al-
lowing dynamic changes on providers. We are interested in
studying how providers joining and leaving the system affect
the overall utility of the system.
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(a) Θ = 0.7 and Υ = 3
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(b) Θ = 0.85 and Υ = 3
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(c) Θ = 0.85 and Υ = 7

Figure 4: Average results for different values of Θ and Υ
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(b) 10% changes on users’ population
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Figure 5: Average results for OMAS with different characteristics
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